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Announcement (0210)
❑ HW2 is now due 02/16
❑ Slack channels will be created for you in the coming days with your project 

information – if you have not been assigned to a slack channel for the 
project by Wednesday (which will have a name like prj-[TA1]-[TA2]-
[TeamName]), then reach out to myself in slack

❑ Looking for note taker (Please reach out to me over slack – will be added to 
participation score)



CSCI 5541: Natural Language Processing
Lecture 5: Distributional Semantics and Word Embeddings
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Outline
❑ What is semantics? How do you define meaning?
❑ Three ways of looking at word meaning

o Decompositional
o Ontological 
o Distributional

❑ Different kinds of encoding “context”
o Count-based
o Distributed prediction-based (type) embeddings
o Distributed contextual (token) embeddings from language models
o Many more variants
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What is semantics? 
How do you define meaning?
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Define “cup”
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Decompositional semantics

Color: blue, black, etc

Shape:

Texture: ceramic, wood, 
glass, clay, etcX X
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Three ways of looking at word meaning

❑ Decompositional
o What characteristics/components of what the word represents

❑ Ontological
o How the meaning of the word relates to the meanings of other 

words
❑ Distributional

o What contexts the word is found in, relative to other words
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Ontological semantics

https://lexical-graph.herokuapp.com/

https://lexical-graph.herokuapp.com/
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Semantic relations
❑ Synonymy — equivalence

o <small, little>
❑ Antonymy — opposition

o <small, large>
❑ Meronymy — part-of relation 

o <liver, body>
❑ Holonymy — has-a relation

o <body, liver>
❑ Hyponymy — subset; is-a relation 

o <dog, mammal>
❑ Hypernymy — superset 

o <mammal, dog>
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WordNet

Synset

❑ Each sense is associated with a synset;
o a set of words that are roughly synonymous 

for a particular sense
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Synsets for dog (n)
❑ S: (n) dog, domestic dog, Canis familiaris (a member of the genus Canis (probably 

descended from the common wolf) that has been domesticated by man since 
prehistoric times; occurs in many breeds) "the dog barked all night" 

❑ S: (n) dog (informal term for a man) "you lucky dog" 
❑ S: (n) cad, bounder, blackguard, dog, hound, heel (someone who is morally 

reprehensible) "you dirty dog" 
❑ S: (n) frank, frankfurter, hotdog, hot dog, dog, wiener, wienerwurst, weenie (a smooth-

textured sausage of minced beef or pork usually smoked; often served on a bread roll) 
❑ S: (n) pawl, detent, click, dog (a hinged catch that fits into a notch of a ratchet to move 

a wheel forward or prevent it from moving backward) 
❑ S: (n) andiron, firedog, dog, dog-iron (metal supports for logs in a fireplace) "the 

andirons were too hot to touch”
❑ …
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Tools for WordNet
❑ Original English WordNet 

project:
o https://wordnet.princeton.edu/rela

ted-projects
❑ WordNets in the World (many 

languages available):
o http://globalwordnet.org/resource

s/wordnets-in-the-world/

Taxonomy Enrichment with Text and Graph Vector Representations

https://wordnet.princeton.edu/related-projects
https://wordnet.princeton.edu/related-projects
http://globalwordnet.org/resources/wordnets-in-the-world/
http://globalwordnet.org/resources/wordnets-in-the-world/
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ImageNet based on WordNet

L. Fei-Fei and J. Deng. ImageNet: Where have we been? Where are we going?, CVPR Beyond ImageNet Large 
Scale Visual Recognition Challenge workshop, 2017, pdf

https://www.image-net.org/static_files/files/imagenet_ilsvrc2017_v1.0.pdf
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Dictionary: A Database for Lexical Semantics

https://www.oxfordlearnersdictionaries.com/

Lemma
Sense

Definition

Usage

https://www.oxfordlearnersdictionaries.com/
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Limitations of WordNet and ontological semantics

❑ WordNet is a useful resource, but there are intrinsic limits
o It requires many years of manual effort by experts like skilled lexicographers
o Some lexicographers are not skilled, and this has led to inconsistencies 

(https://en.wikipedia.org/wiki/WordNet)
o Ontology is only as good as ontologists; not driven by data

❑ Sparse
o wicked, sick, badass, ninja..

❑ Hard to compute word relationships
Let’s look into lexical semantics driven by data 

and not rely on lexicographers

https://en.wikipedia.org/wiki/WordNet
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Three ways of looking at word meaning

❑ Decompositional
o What characteristics/components of what the word represents

❑ Ontological
o How the meaning of the word relates to the meanings of other 

words
❑ Distributional

o What contexts the word is found in, relative to other words
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Assumptions in distributional semantics

“You shall know a word by the company it keeps”
Firth, J. R. 1957:11

“The meaning of word is its use in the language”
Wittgenstein PI 43

“If A and B have almost identical environments
we say that they are synonyms.” Harris 1954
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What does “beef” mean?
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Beef

Sentences from the brown corpus. Extracted from the concordancer in The Compleat Lexical Tutor, http://www.lextutor.ca/

http://www.lextutor.ca/
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Beef
❑ Suppose you see these sentences:

o "there was the smell of roast beef“
o “I smell seared beef, and my stomach 

twists from hunger.”

❑ Suppose you’ve also seen these:
o ..a piece of meat roasted or for roasting..
o ..So long as the meat was seared, they 

gulped down several times their own 
weight every day, …

Beef is the culinary name for meat from cattle.
Wikipedia, “beef”

Beef is a meat roasted or seared with smell.
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Beef

Sentences from the brown corpus. Extracted from the concordancer in The Compleat Lexical Tutor, http://www.lextutor.ca/

http://www.lextutor.ca/
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0.7

1.3

-4.5

Beef

Learning a vector representation of 
“Beef” from context

e.g., shape

Learned latent feature/component: 

e.g., color

e.g., smell
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Model of meaning focusing on similarity
❑ Each word = a vector

❑ Not just “word”; Similar 
words are nearby in space

❑ The standard way to 
represent meaning in “NLP” 
these days

0.7

1.3

-4.5
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Distributed representation
❑ Vector representation that encodes information 

about the distribution of contexts a word appears 
in 

❑ Words that appear in similar contexts have similar 
representations (and similar meanings, by the 
distributional hypothesis). 

❑ We have several different ways we can encode the 
notion of “context.”



CSCI 5541 NLP 26

Another example of polysemy

0.7

1.3

-4.5

0.1

0.4

…

Beef

Polysemy should be learned to some extent, 
assuming that the word vector is trained 
using diverse textual contexts and the 
dimensions of the vector is large enough
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Different kinds of encoding “context”
❑ Count-based

o PMI, TF-IDF
❑ Distributed prediction-based (type) embeddings

o Word2vec, GloVe, Fasttext
❑ Distributed contextual (token) embeddings from language models

o ELMo, BERT, GPT
❑ Many more variants

o Multilingual / multi-sense / syntactic embeddings, etc
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Term-document matrix

Hamlet

knife 1

dog

sword 2

love 64

like 75

…

Context = appearing in the same document.

Macbeth Romeo & 
Juliet

Richard lll Julius Caesar Tempest

1 4 2 2

6 12 2

2 7 5 5

135 63 12

38 34 36 34 41
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Word vectors

Vector representation of the term; 
vector size = number of documents

knife 1 1 4 2 2

sword 2 2 7 5 5

Macbeth

1

2

38

Vector representation of the document; 
vector size = number of vocabulary
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Cosine Similarity
❑ Calculate the cosine similarity between the two 

word vectors, to judge the degree of their 
similarity [Salton 1971]

Note:
❑ Euclidean distance measures the magnitude of 

distance between two points
❑ Cosine similarity measures their orientation

https://cmry.github.io/notes/euclidean-v-cosine

https://cmry.github.io/notes/euclidean-v-cosine
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Hamlet Macbeth Romeo & 
Juliet

Richard lll Julius Caesar Tempest

knife 1 1 4 2 2

dog 6 12 2

sword 2 2 7 5 5

love 64 135 63 12

like 75 38 34 36 34 41

…

cos (knife, knife)
cos (knife, dog)
cos (knife, sword)
cos (knife, love)
cos (knife, like)

1.0
0.11
0.99
0.65
0.61

Not all dimensions are equally informative.
Let’s weight dimensions!
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TF-IDF
❑ Term frequency (𝑇𝐹𝑡,𝑑) = the number of times terms 𝑡 occurs in document 

𝑑
o Several variants: e.g., passing through log function

❑ Inverse document frequency (𝐼𝐷𝐹𝑑) = inverse function of number of 
documents containing (𝐷𝑡) among total number of documents 𝑁.
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IDF

0.07

0.30

0.07

0.20

0.00

Hamlet Macbeth Romeo & 
Juliet

Richard lll Julius Caesar Tempest

knife 1 1 4 2 2

dog 6 12 2

sword 2 2 7 5 5

love 64 135 63 12

like 75 38 34 36 34 41

…

IDF indicates the informativeness of the 
terms when comparing documents.
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IDF

0.07

0.30

0.07

0.20

0.00

Hamlet Macbeth Romeo & 
Juliet

Richard lll Julius Caesar Tempest

knife 1 1 4 2 2

dog 6 12 2

sword 2 2 7 5 5

love 64 135 63 12

like 75 38 34 36 34 41

…

IDF indicates the informativeness of the 
terms when comparing documents.

0.07 0.07 0.28 0.14 0 0.14knife

0 0 0 1.8 3.6 0.6dog
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Hamlet Macbeth Romeo & 
Juliet

Richard lll Julius Caesar Tempest

knife 0.07 0.07 0.28 0.14 0 0.14

dog 0 0 0 1.8 3.6 0.6

sword

love

like

…
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https://datavizs21.classes.andrewheiss.com/example/13-example/

https://datavizs21.classes.andrewheiss.com/example/13-example/
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Pecina, P. (2008). Lexical Association 
Measures: Collocation Extraction.
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Different kinds of encoding “context”
❑ Count-based

o PMI, TF-IDF
❑ Distributed prediction-based (type) embeddings

o Word2vec, GloVe, Fasttext
❑ Distributed contextual (token) embeddings from language models

o ELMo, BERT, GPT
❑ Many more variants

o Multilingual / multi-sense / syntactic embeddings, etc
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Sparse vectors
a 0
a 0

aa 0
aal 0
aalii 0
aam 0
Aani 0

aardvark 1
aardwolf 0

…
zythem 0
Zythia 0

zythum 0
Zyzomys 0

Zyzzogeton 0

“aardvark”

V-dimensional vector, single 1 for 
the identity of the element
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Sparse vectors -> Dense vectors

0.7

1.3

-4.5
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Hamlet Macbeth Romeo & 
Juliet

Richard lll Julius 
Caesar

Tempest

knife 1 1 4 2 2

dog 6 12 2

sword 2 2 7 5 5

love 64 135 63 12

like 75 38 34 36 34 41

…

𝑛 × 𝑑

=
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Singular value decomposition (SVD)
❑ Any 𝑛 × 𝑑 matrix 𝑋 can be decomposed into the product of three matrices

o where 𝑚 is the number of linearly independent rows

9

4

3

1

2

4

𝑛 ×𝑚 𝑚×𝑚
(diagonal) 

𝑚× 𝑑

× ×

𝑛 × 𝑑

=
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Singular value decomposition (SVD)
❑ We can approximate the full matrix by only considering the leftmost k terms in the 

diagonal matrix

9

4

3

1

2

4

𝑛 ×𝑚 𝑚×𝑚
(diagonal) 

𝑚× 𝑑

× ×

𝑛 × 𝑑

=
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Singular value decomposition (SVD)
❑ We can approximate the full matrix by only considering the leftmost k 

terms in the diagonal matrix

9

4

3

1

2

4

𝑛 ×𝑚 𝑚×𝑚
(diagonal) 

𝑚× 𝑑

× ×

𝑛 × 𝑑

≈
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Singular value decomposition (SVD)
❑ We can approximate the full matrix by only considering the leftmost k 

terms in the diagonal matrix

9

4

3

1

2

4

𝑛 ×𝑚 𝑚×𝑚
(diagonal) 

𝑚× 𝑑

× ×

𝑛 × 𝑑

≈
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Hamlet Macbeth Romeo & Juliet Richard lll Julius Caesar Tempest

knife 1 1 4 2 2

dog 6 12 2

sword 2 2 7 5 5

love 64 135 63 12

like 75 38 34 36 34 41

knife 0.2 0.42 0.22
dog 0.5 1.2 8.6

sword -0.2 0.7 -2.2
love 9.3 -0.5 0.5
like 0.2 4.3 0.9

0.5

0.3

2.5

Hamlet Macbet
h

Romeo 
& Juliet

Richard 
lll

Julius 
Caesar

Tempe
st

-0.2 0.7 -2.2 -0.2 0.7 -2.2
-0.2 0.7 -2.2 9.3 -0.5 0.5
9.3 -0.5 0.5 -0.5 0.5 9.3

× ×

𝑛 ×𝑚 𝑚 ×𝑚 𝑚× 𝑑
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knife 0.2 0.42 0.22
dog 0.5 1.2 8.6

sword -0.2 0.7 -2.2
love 9.3 -0.5 0.5
like 0.2 4.3 0.9

0.5

0.3

2.5

Hamle
t

Macbe
th

Romeo 
& Juliet

Richar
d lll

Julius 
Caesar

Tempe
st

-0.2 0.7 -2.2 -0.2 0.7 -2.2
-0.2 0.7 -2.2 9.3 -0.5 0.5
9.3 -0.5 0.5 -0.5 0.5 9.3

Low-dimensional representation 
for terms (here 3 dimensions)

Low-dimensional representation 
for documents (here 3 dimensions)
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Latent semantic analysis
❑ Latent Semantic Analysis/Indexing is this process of 

applying SVD to the term-document co-occurrence 
matrix
o Terms typically weighted by tf-idf

❑ This is a form of dimensionality reduction 
o for terms, from a D-dimensional sparse vector to a K-

dimensional dense one where K << D.
❑ Similar kinds:

o Probabilistic Latent Semantic Indexing (pLSI) (Hofmann, 1999)
o Nonnegative Matrix Factorization (NMF) (Lee & Seung, 1999)
o Latent Dirichlet Allocation (LDA) (Blei et al., 2003)

#1 #2 #3 #4
music how program 10

film what project 30

theater about russian 11

mr their space 12

this or russia 15
(Deerwester et al. 1998) 

knife 0.2 0.42 0.22
dog 0.5 1.2 8.6

sword -0.2 0.7 -2.2
love 9.3 -0.5 0.5
like 0.2 4.3 0.9

#1 #2 #3

Sort by probabilities
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Latent semantic analysis

#1 #2 #3 #4
music how program 10

film what project 30

theater about russian 11

mr their space 12

this or russia 15
(Deerwester et al. 1998) 

knife 0.2 0.42 0.22
dog 0.5 1.2 8.6

sword -0.2 0.7 -2.2
love 9.3 -0.5 0.5
like 0.2 4.3 0.9

#1 #2 #3

Sort by probabilities
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Topic Modeling
❑ A probabilistic model for 

discovering hidden “topics” (groups 
of terms that tend to occur 
together) in documents. 

❑ Unsupervised (find interesting 
structure in the data)

❑ Clustering tokens into topics
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Topic Modeling
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Count-based vs Prediction-based Methods

LSA, HAL (Lund & Burgess) 
Hellinger-PCA (Rohde et al, Lebret & 
Collobert)

Skip-gram/CBOW (Mikolovet al)
NLM, HLBL, RNN (Bengioet al; Collobert & Weston; 
Huang et al; Mnih & Hinton)

Hamlet Macbeth

knife 1 1

dog

sword 2 2

love 64

like 75 38

the cat sat on the mat

classifierwt

wt−1

wt+1

To obtain good dense representations
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Text Classification Revisited

P ( y | x ) P ( xt | x<t )

x = “Today’s weather is great”

y = {positive, negative}

x<t = “Today’s weather is”

xt = {a, aa .. apple .. banana .. 
great .. good .. zebra ..} 

|Y| = 2 |X| = V (vocabulary size)

P ( xt | xt-2,t-1, t+1, t+2 )

x<t = “Today ’s [       ] is great”

|X| = V (vocabulary size)

xt = {a, aa .. apple .. banana .. 
great .. good .. zebra ..} 
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Text Classification Revisited

P ( xt-2 | xt ) P ( xt-1 | xt )

P ( xt+1 | xt ) P ( xt+2 | xt )

xt-2 = [ ] .. weather .. .. xt-1 = .. [ ] weather .. ..

xt+1 = .. .. weather [ ] .. xt+2 = .. .. weather .. [ ]

P ( xt | xt-2,t-1, t+1, t+2 )

x<t = “Today ’s [       ] is great”

|X| = V (vocabulary size)

xt = {a, aa .. apple .. banana .. 
great .. good .. zebra ..} 

Predict the middle word from neighboring wordsPredict the neighboring word(s) from the middle word
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Dense vectors from prediction (not count)

the cat sat on the mat

(Mikolove et al., 14)

Skipgram model: given a single word in 
a sentence, predict the words in a 
context window around it.

Predict the neighboring word(s) from the middle word
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Dense vectors from prediction (not count)

the cat sat on the mat

classifierwt = the

wt−2 = START−2
wt−1 = START−1
wt+1 = 𝑐𝑎𝑡

wt+2 = 𝑠𝑎𝑡

Context window size = 2

P ( xt-2 | xt )
P ( xt-1 | xt )
P ( xt+1 | xt )
P ( xt+2 | xt )
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Dense vectors from prediction (not count)

the cat sat on the mat

classifierwt = cat

wt−2 = START−1
wt−1 = 𝑡ℎ𝑒

wt+1 = 𝑠𝑎𝑡

wt+2 = 𝑜𝑛

Context window size = 2
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Dense vectors from prediction (not count)

the cat sat on the mat

classifierwt = sat

wt−2 = 𝑡ℎ𝑒

wt−1 = 𝑐𝑎𝑡

wt+1 = 𝑜𝑛

wt+2 = 𝑡ℎ𝑒

Context window size = 2
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Dense vectors from prediction (not count)

the cat sat on the mat

classifierwt = on

wt−2 = 𝑐𝑎𝑡

wt−1 = 𝑠𝑎𝑡

wt+1 = 𝑡ℎ𝑒

wt+2 = 𝑚𝑎𝑡

Context window size = 2
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Dense vectors from prediction (not count)

the cat sat on the mat

classifierwt = the

wt−2 = 𝑠𝑎𝑡

wt−1 = 𝑜𝑛

wt+1 = 𝑚𝑎𝑡

wt+2 = 𝐸𝑁𝐷+1

Context window size = 2
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Dense vectors from prediction (not count)

the cat sat on the mat

classifierwt = mat

wt−2 = 𝑜𝑛

wt−1 = 𝑡ℎ𝑒

wt+1 = 𝐸𝑁𝐷+1
wt+2 = 𝐸𝑁𝐷+2

Context window size = 2
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Same context but different output?

the cat sat on the mat

the cat sat on the mat
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Same context but different output?

Context window size = 2

classifierwt = the

wt−2 = 𝑠𝑎𝑡

wt−1 = 𝑜𝑛

wt+1 = 𝑚𝑎𝑡

wt+2 = 𝐸𝑁𝐷+1

classifierwt = the

wt−2 = START−2
wt−1 = START−1
wt+1 = 𝑐𝑎𝑡

wt+2 = 𝑠𝑎𝑡
Learning 
multiple 

senses/context
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Dense vectors from prediction (not count)

classifierwt

wt−2

wt−1

wt+1

wt+2
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classifier
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the cat mat on sat ..

5.2 1.5 …

0.5 0.4 …

-6.2 0.6 ..

0.5 -3.4 ..

…

V

Word embedding (vc)  for 
center word (c) “the”

Word embedding (uo) for 
output word (o)
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=

The objective function 𝐽(𝜃) is the average negative log likelihood: 

All word 
vectors

For a center word 𝑐 and 𝑎 context word 𝑜 :

Normalize over entire vocabulary to 
give probability distribution“soft” because still assigns some 

probability to smaller 𝑥𝑖

“max” because amplifies 
probability of largest 𝑥𝑖

Dor product compares similarity of 
𝑜 and 𝑐 . 𝑢𝑇𝑣 = 𝑢 ∙ 𝑣 = σ𝑖=1

𝑛 𝑢𝑖𝑣𝑖
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Concatenated word 
features (unigram, 

bigram) from input x
Y (positive or 

negative)

Context word 1-hot vector 
(middle word in Skipgram) 

Fixed-dimension word 
embeddings to learn

Output word to predict 
(neighboring words in Skipgram) 

P ( xt-2 | xt )
P ( y | x )
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Minimize the objective function 𝐽(𝜃) using gradient descent

Idea: for current value of 𝜃 , calculate gradient of 𝐽(𝜃) then take small step 
in direction of negative gradient. Repeat this until convergence
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Two kinds of training data
❑ The labeled data for specific tasks

o Labeled sentiment for movie reviews (~2K labels/reviews, 
~1.5 words)

o Used for supervised models (text classification)

❑ Unlabeled text for representation learning
o Trillions of words (Wikipedia, web text, books, etc)
o Used for word distributed representations (skipgram

training) P ( xt-2 | xt )

P ( y | x )
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5.2

0.5

-6.2

0.5

…

5.5

0.3

-6.1

0.9

…

4.2

0.7

-5.2

0.1

…
1.5

0.5

0.7

-3.6

2.5

1.4

2.6

-4.4
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Why dog and cat are in similar positions

the black dog jumped on the table

the black cat jumped on the table

the black puppy jumped on the table

the black wrench jumped on the table

the black shoe jumped on the table



CSCI 5541 NLP 75

Dimensionality reduction
0
1
0
0
0
0
0
0
0
0
0
0

0.7

1.3

-4.5

“the”
“for”
“the”

“a”

“in”
“on”

…

V-dimensional space (1-hot)
Representations for all words are completely independent

3-dimensional space 
Representations are not structured
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Mikolov et al. 2013 show that vector representations have some 
potential for analogical reasoning through vector arithmetic.

Mikolov et al., (2013), “Linguistic Regularities in Continuous Space Word Representations” (NAACL)

5.2

0.5

-6.2

0.5

…

the king man on sat .. woman

5.2 1.5 …

0.5 0.4 …

-6.2 0.6 ..

0.5 -3.4 ..

…

v(“King”) – v(“Man”) + v(“Woman”) = 

0.7

1.3

-4.5

…

5.2

0.5

-6.2

0.5

…

4.2

0.7

-5.2

0.1

…

– + =

Closest vector
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Mikolov et al. 2013 show that vector representations have some 
potential for analogical reasoning through vector arithmetic.

Mikolov et al., (2013), “Linguistic Regularities in Continuous Space Word Representations” (NAACL)
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Closest vector



CSCI 5541 NLP 78



CSCI 5541 NLP 79

Interactive Visualizations of Word Embeddings for K-12 Students. AAAI-22
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Low-dimensional, distributed representations

❑ Two similar words (e.g., synonyms or words under the same class) have 
similar distributional properties

❑ In neural models, replace the initial V-dimensional sparse vector with 
much smaller k-dimensional dense vectors

❑ Low-dimensional, dense word representations are extraordinarily 
powerful and are a large part of why neural network models have been so 
successful for NLP
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Count-based vs Prediction-based Methods

LSA, HAL (Lund & Burgess) 
Hellinger-PCA (Rohde et al, Lebret & 
Collobert)

Skip-gram/CBOW (Mikolovet al)
NLM, HLBL, RNN (Bengioet al; Collobert & Weston; 
Huang et al; Mnih & Hinton)

Hamlet Macbeth

knife 1 1

dog

sword 2 2

love 64

like 75 38

the cat sat on the mat

classifierwt

wt−1

wt+1

To obtain good dense representations
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LSA, HAL (Lund & Burgess) 

Hellinger-PCA (Rohde et al, Lebret & Collobert)

❑ Fast training
❑ Efficient usage of statistics
❑ Primarily used to capture word 

similarity
❑ Disproportionate importance given to 

large counts

Skip-gram/b (Mikolovet al) 

NLM, HLBL, RNN (Bengioet al; Collobert & Weston; 
Huang et al; Mnih & Hinton)

❑ Scales with corpus size
❑ Inefficient usage of statistics
❑ Generated improved performance on 

other tasks
❑ Can capture complex patterns beyond 

word similarity

Count-based vs Prediction-based Methods

83
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Count-based and Prediction-based Methods

❑ Strong connection between count-based methods and prediction-based 
methods (Levy and Goldberg 2014)

❑ Skip-gram objective is equivalent to matrix factorization with PMI and 
discount for number of samples k

Neural Word Embedding as Implicit Matrix Factorization, (Levy & Goldberg, 2014)
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Other techniques and embeddings not covered

❑ Contrastive learning with negative samples
❑ Other variants

o Word2Vec (Mikolove et al., 14)

✔ https://code.google.com/archive/p/word2vec/
o GloVe (Pennington et al., 14)

✔ http://nlp.stanford.edu/projects/glove/
o FastText (Bojanowski et al.’ 17)

✔ http://www.fasttext.cc/

https://code.google.com/archive/p/word2vec/
http://nlp.stanford.edu/projects/glove/
http://www.fasttext.cc/


CSCI 5541 NLP 86

Word2Vec Demo
❑ Pre-trained word2vec models:

o https://code.google.com/archive/p/word2vec/
❑ Gensim: 

o https://radimrehurek.com/gensim/auto_examples/tutorials/run_word2vec.html
❑ Online demos:

o http://nlp.polytechnique.fr/word2vec
o http://vectors.nlpl.eu/explore/embeddings/en/
o https://remykarem.github.io/word2vec-demo/

https://code.google.com/archive/p/word2vec/
https://radimrehurek.com/gensim/auto_examples/tutorials/run_word2vec.html
http://nlp.polytechnique.fr/word2vec
http://vectors.nlpl.eu/explore/embeddings/en/
https://remykarem.github.io/word2vec-demo/
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Evaluation:
How representative is your learned vector?
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Types of Evaluation
❑ Intrinsic vs Extrinsic

o Intrinsic: How good is it based on its features? 
o Extrinsic: How useful is it downstream?

❑ Qualitative vs. Quantitative 
o Qualitative: Examine the characteristics of examples.
o Quantitative: Calculate statistics
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Visualization of Embeddings
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Visualization of Embeddings
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Linear and Non-linear Projection
❑ Non-linear projections group things that are close in high-dimensional space

o e.g. SNE/t-SNE (van der Maaten and Hinton 2008) group things that give each other a high 
probability according to a Gaussian

PCA T-SNE

Image from Derksen (2016)
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Hyper-parameters in t-SNE (e.g., perplexity)

https://towardsdatascience.com/google-news-and-leo-tolstoy-visualizing-word2vec-word-embeddings-with-t-sne-11558d8bd4d

https://towardsdatascience.com/google-news-and-leo-tolstoy-visualizing-word2vec-word-embeddings-with-t-sne-11558d8bd4d
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t-SNE Visualization can be Misleading! 
Settings matter

Linear correlations cannot be interpreted

(Wattenberg et al. 2016)
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Intrinsic Evaluation of Embeddings
❑ Relatedness: The correlation between embedding cosine similarity and 

human eval of similarity? 
❑ Analogy: Find x for “a is to b, as x is to y”. 

❑ Categorization: Create clusters based on the embeddings, and measure 
purity of clusters. 

❑ Selectional Preference: Determine whether a noun is a typical argument of 
a verb.

(categorization from Schnabel et al 2015)
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Intrinsic evaluation:
Ask humans how similar two words are

Word 1 Word 2 similarity

vanish Disappear 9.8

behave obey 7.3

belief Impression 5.95

muscle Bone 3.65

modest Flexible 0.98

hole agreement 0.3

SimLex-999 dataset (Hill et al., 2015)
WordSim-353 dataset (Finkelstein et al., 2002)

Relatedness: 
correlation (Spearman/Pearson) between vector 
similarity of pair of words and human judgments
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Intrinsic evaluation:
Analogical reasoning (Mikolov et al., 2013). 

possibly impossibly Certain

generating generated Shrinking

think thinking Look

Baltimore Maryland Minneapolis

shrinking shrank Slowing

Rabat Morocco Astana

Uncertain

Shrank

Looking

Minnesota

Slowed

Kazakhstan

For analogy Germany : Berlin :: France : ?, 
find closest vector to v(“Berlin”) – v(“Germany”)+v(“France”)
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Intrinsic evaluation:
Analogical reasoning (Mikolov et al., 2013). 
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Analogical reasoning test

Mikolov et al. 2013
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Analogical reasoning test

Mikolov et al. 2013
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Analogy evaluation and hyper-parameters

❑ More data helps

❑ Wikipedia is better than 
news text

Mikolov et al. 2013
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Analogy evaluation and hyper-parameters

❑ Dimensionality

❑ Good dimension is ~300

Mikolov et al. 2013
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Extrinsic Evaluation

Named Entity Recognition: identifying references 
to a person, organization or location:

Be aware and use the best one for the task

Sentiment classification
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When are Pre-trained Embeddings Useful?
❑ Basically, when training data is insufficient

o E.g. Low-resource languages 

❑ Very useful: tagging, parsing, text classification 

❑ Less useful: machine translation 

❑ Basically not useful: language modeling
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Limitations of 
Word Embeddings
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Limitations of Embeddings

❑ Sensitive to superficial differences (dog / dogs) 
o E.g. misspellings: “minuscule” → “miniscule”
o E.g. compounded/prefixed/suffixed words split into “wrong” subwords

“descheduled” ⇒ [ “des”, “##ched”, “##uled” ]

❑ Not necessarily coordinated with knowledge or across languages

❑ Can encode bias (encode stereotypical gender roles, racial biases)
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Sub-word Embeddings

Morpheme-based (Luong et al. 2013) Character-based (Ling et al. 2015)
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Multilingual Coordination of Embeddings using dictionaries

Improving Vector Space Word Representations Using 
Multilingual Correlation (Faruqui & Dyer, 2014) Monolingual (top) and multilingual (bottom) word projections of 

the antonyms (shown in red) and synonyms of “beautiful”
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Unsupervised Coordination of Embeddings

❑ In some cases, we can do it with no dictionary at all! 
o Just use identical words, e.g. the digits (Artexte et al. 2017) 
o Or, just match distributions (Zhang et al. 2017)
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Retrofitting of Embeddings to Existing Lexicons

❑ Make word vectors to match with existing lexicon like WordNet (Faruqui et al. 2015)
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semantic to model temporal word analogy or relatedness (Szymanski, 2017; Rosin et 
al., 2017) or to capture the dynamics of semantic relations (Kutuzov et al., 2017)
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Questions
❑ We’ve just learned how to learn the meaning of “bank” from data as a 

dense vector. What if meaning of “bank” can be different by context? Can 
we learn the vectors dynamically adaptable by context?

❑ How do you interpret the vector? You only know the “relationship” 
between words but not meaning of word itself. Does each dimension of 
the vector in distributional semantics correspond to “component” in the 
decompositional semantics?

❑ Some words like “war” include various information. Can we quantify the 
abstract nature of words in distributed representations?

0.7

1.3

-4.5

shape
color
texture

“cup”
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